
EGR 8311 Machine Learning For Engineers

Term: Spring 2018
Instructor: Dr. “Nat” C. Nataraj
Classes: T 3:00-5:45 PM
Phone: 610-519-4994
Office Hours: T 9:30-12:00
E-mail: nataraj@villanova.edu
Web page: http://www.vcads.org

Course Description

Objectives:

This course provides a broad introduction to techniques of machine learning (ML). Machine
learning is a set of nature-inspired computational approaches to address complex real-world
problems. Related concepts include Artificial Intelligence (AI) and computational intelli-
gence (CI). These methods are especially well suited to solve very complex problems not
easily solved by traditional methods that require accurate physics-based models. Although
these methods have been used in a wide variety of applications, the emphasis in our course
will be on application of these methods to engineering. The course will start with an intro-
duction to the fundamental problems of machine learning. We will cover supervised as well
as unsupervised learning approaches. Supervised learning machines consist of neural net-
works, decision tree and support vector machines. Unsupervised learning machines which
will be covered in this course are principal and independent component analysis and self
organizing maps. In addition, evolutionary computation methods and their application in
optimization problems will be discussed. The course will discuss recent applications of ML
to areas such as robotic control, data mining, autonomous navigation, and machinery and
biomedical diagnostics.

Prerequisites:

The students are expected to have an adequate background in basic mathematics including
differential equations and matrix theory. In addition, the assignments will require computer
programming skills. Co-registering for ME 7000 would fulfil the requirements; if you cannot
take that course, please seek the permission of the instructor with a complete description
of your background in these areas.

Attendance Policy:

Attendance is required at all examinations which will be announced in advance. Make-
up tests for excused absences from examinations must be arranged before the scheduled

http://www.vcads.org
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examination time. It is strongly recommended that the students attend / review all the
class sessions promptly. It is imperative that the students participate actively in the class
sessions by asking and answering questions.

Grading:

Homework will be assigned every week and should be submitted promptly for grading and
subsequent discussion. Solutions will be discussed in class. An individual term project will
be required of each student. The project topic may be either selected by the student, with
approval, or be specified by the instructor. It is initiated at the mid-term date and is due
in the last class week. Each student is required to make an oral presentation on the term
project in addition to submitting a written report.

The semester grade is based on the following relative weights (may change based on our
discussions in class):

Homework 25%
Midterm 25%
Projects 50%

Grades:

F < 65% C- < 70% < C < 75% < C+ < 80%< B- < 82% < B < 85% < B+ < 87% < A-
< 90% < A

Text & References:

There is no required text. Some references are listed below.

1. Christopher M. Bishop, 2006, “Pattern Recognition and Machine Learning,” Infor-
mation Science and Statistics, Springer Verlag, ISBN 978-0387310732.

2. Christopher M. Bishop, 1996, “Neural Networks for Pattern Recognition,” ISBN 978-
0198538646.

3. Trevor Hastie, Robert Tibshirani, and Jerome Friedman, “The Elements of Statistical
Learning: Data Mining, Inference, and Prediction,” Second Edition, Springer Series
in Statistics, ISBN 978-0387848570.

4. Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest and Clifford Stein, 2009,
“Introduction to Algorithms,” Third Edition, ISBN 978-0262033848.

5. Stuart Russell and Peter Norvig, “Artificial Intelligence: A Modern Approach,” 3rd
Edition, ISBN 978-0136042594.
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6. Simon Haykin, 2008, “Neural Networks and Learning Machines,” Pearson Prentice-
Hall, ISBN 978-0131471399.

7. Sergios Theodoridis and Konstantinos Koutroumbas, 2008, “Pattern Recognition,”
ISBN 978-1597492720.

Supplementary reading material:

Technical papers as appropriate will be placed online and will be required reading for the
course.

Computer Software:

All students are required to learn to use MATLAB, an interactive scientific software which
can be used for numerical analysis, matrix computation, and graphics.

Other Issues

Academic Integrity All assignments must be in accordance with the Villanova Code of
Academic Conduct. Violations of the code of Academic Integrity and will be dealt with
appropriately by the office of the Vice President for Academic Affairs. Responsibility for
maintaining the code of academic integrity does not rest solely with the faculty. It is
the responsibility of students to report violations to the code of academic integrity to the
instructor.

It is the fervent hope of this instructor that the students come to this class motivated
to learn the material. A final grade is only a partial reward; the real reward should be
the understanding and intellectual stimulation I hope to instil in each of you. Hence, any
cheating would be self-defeating. I am not responsible for policing and do not want to
be diverted from my essential mission of teaching. However, if I discover any cheating I
am required by university policy to report all instances to the VPAA; and the penalties
are pretty severe. At that point, it will be out of my hands; please don’t put me in that
position.

Please see the last two pages for the Engineer’s Code of Ethics.

Disabilities It is the policy of Villanova University to make reasonable academic accom-
modations for qualified individuals with disabilities. If you are a person with a disabil-
ity (non-physical) please register with the Learning Support Office by contacting Learn-
ing.support.services@villanova.edu or 610-519-5176 as soon as possible. Registration is
needed in order to receive accommodations. More information can be found at
http://www1.villanova.edu/villanova/learningsupport.html.

http://www1.villanova.edu/villanova/learningsupport.html
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The Office of Disability Services collaborates with students, faculty, staff, and community
members to create diverse learning environments that are usable, equitable, inclusive and
sustainable. The ODS provides Villanova University students with physical disabilities
the necessary support to successfully complete their education and participate in activities
available to all students. If you have a diagnosed disability and plan to utilize academic
accommodations, please contact Gregory Hannah, advisor to students with disabilities at
610-519-3209 or visit the office on the second floor of the Connelly Center. More information
can be found at http://www1.villanova.edu/villanova/studentlife/disabilityservices.html.

Syllabus:

Note that this list is tentative and can change based on class make-up and what we decide
as a group.

• Introduction to machine learning

• Introduction to probability and statistics; Bayes Theorem

• Overview of matrix theory and optimization algorithms

• The least mean square algorithm and logistic regression

• MAP Estimation and Regularization

• Neural networks

– Rosenblatt’s Perceptron

– Multilayer perceptron

– The Back-Propagation algorithm

• Kernel methods and Radial basis functions

• Support vector machines

• Overview of nonlinear system theory

– Fixed points and stability

– Lyapunov theorem

– Strange attractors

• Hopfield Network & Neurodynamics

• Data mining and decision trees

• Adaboost and similar combined classifiers

• Estimation theory for dynamical systems

http://www1.villanova.edu/villanova/studentlife/disabilityservices.html
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– Bayesian Filters

– Kalman Filters

– Extended Kalman Filters

– Unscented Kalman Filters

– Particle Filters

• Hidden Markov Models

• Applications to fault diagnostics

• Evolutionary computation

– Genetic algorithm

– Simulated annealing

– Particle swarm optimization

• Combining with physics-based approaches




